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ABSTRACT 

With increasing transaction volumes, traditional fraud detection methods are becoming 

inadequate against complex and sophisticated fraudulent tactics. Particularly excelling in processing 

large datasets and recognizing intricate patterns. This study proposes a risk detection to enhance fraud 

identification and prevention capabilities. The model integrates three technologies: BERT, CNN, and 

LSTM. BERT extracts deep features from transaction texts, CNN excels in pattern recognition, and 

LSTM effectively processes the time series aspects of transaction data. This combination enables the 

model to understand the complex semantics behind transactions and capture potential fraudulent 

patterns and temporal correlations. The model was compared with traditional methods and other deep 

learning models in experiments. The results show superior detection accuracy and speed, 

outperforming other approaches. By real-time identification of fraudulent transactions, the model 

improves efficiency and accuracy in risk detection and provides financial institutions with a powerful 

tool to protect customer assets and reputation. This highlights the immense potential and practical 

value of deep learning in financial risk management. 
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1. Introduction 

Credit cards have become integral to modern payment systems[1, 2], offering various 

functionalities such as consumption, savings, transfers, and withdrawals, significantly facilitating 

users’ daily transactions [3]. However, the widespread adoption of credit cards has also introduced 

new challenges, particularly in fraud detection[4, 5]. Traditional risk control methods, such as rule-

based systems and manual reviews, are often inefficient and struggle to scale with the increasing 

volume of data, rendering them inadequate in the face of evolving and increasingly sophisticated 

fraudulent activities. As a result, deep learning technologies have become essential in addressing 

these challenges. These technologies are particularly well-suited to detecting fraud patterns, 

significantly improving both the efficiency and accuracy of fraud detection[6, 7]. 

Several deep learning models and machine learning techniques, such as Neural Networks (NN), 

Support Vector Machines (SVM), Decision Trees, Random Forests (RF), and Long Short-Term 

Memory networks (LSTM), are commonly used in fraud detection [8]. Neural networks, renowned 
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for their strong nonlinear modelling capabilities, excel at identifying complex relationships in large 

datasets but are often criticized for their lack of interpretability[9]. Support Vector Machines, effective 

with smaller datasets, show good generalization abilities but can be computationally inefficient when 

applied to larger datasets[10]. Decision Trees are helpful for initial data analysis and offer ease of 

interpretation, yet they are prone to overfitting. Random Forests, an ensemble learning method, 

perform well on high-dimensional data and exhibit strong resistance to noise, though they may 

underperform on some complex datasets compared to deep learning models[11]. LSTMs are 

especially suited for handling time-series data and capturing temporal dependencies and long-term 

patterns in transaction behaviour, although they require significant computational resources for 

training. Each model has strengths and limitations, playing an important role in credit card fraud 

detection practices[12]. With ongoing technological advancements and increasing data volumes, 

effectively combining the advantages of these models or developing new models for more effective 

identification and prevention of credit card fraud represents a key direction for future research. 

Credit card fraud remains one of the most pressing challenges in the global financial sector, with 

fraudulent activities becoming increasingly sophisticated in both scale and complexity. As payment 

systems evolve and the volume of online transactions continues to rise, financial institutions face 

more significant risks. Industry reports estimate that credit card fraud costs the global economy 

billions of dollars annually, impacting consumers and financial institutions. Fraudulent activities, 

such as unauthorized transactions, card theft, and counterfeiting, are major contributors to this issue. 

As fraud tactics grow more advanced, traditional fraud detection methods are increasingly inadequate 

in effectively identifying and preventing these activities. 

Historically, credit card fraud detection relied heavily on rule-based systems and simple 

machine-learning models. While these approaches laid the groundwork for detecting suspicious 

transactions, they were often limited in capturing complex and evolving fraud patterns, mainly when 

dealing with large-scale datasets. Traditional methods typically depend on predefined rules and 

feature engineering, which makes them less adaptable to new or emerging fraud strategies. 

Furthermore, the class imbalance in fraud detection datasets—where legitimate transactions vastly 

outnumber fraudulent ones—poses significant challenges for these models in terms of both accuracy 

and robustness. 

In light of the rapid advancements in financial technology and the evolving nature of fraudulent 

tactics, we propose a hybrid deep learning model that integrates BERT, CNN, and LSTM technologies. 

This model combines each approach’s strengths to enhance detection accuracy and efficiency. BERT 

analyses transaction text data in-depth, extracting key semantic information. CNN is used to identify 

complex patterns indicative of fraudulent activities. Meanwhile, LSTM focuses on analyzing the 

time-series nature of transaction data, capturing long-term dependencies and dynamic changes in 

transaction behaviour. 

The three main contributions of our study are as follows: First, by integrating BERT, CNN, and 

LSTM, our model achieves significant advancements in understanding and analyzing complex 

transaction data, mainly when dealing with transactions that contain rich textual information. Second, 

compared to existing single-model approaches or traditional methods, our model demonstrates higher 

accuracy and a lower false positive rate in experimental tests, indicating its superior ability to identify 

genuine fraudulent transactions. Lastly, our model proposes an innovative hybrid approach and 

demonstrates its practical application using real-world data. This provides financial institutions with 

a powerful tool to safeguard consumer assets and reputations, thereby enhancing the security and 

stability of the broader financial system. 
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2. Related work 

Data processing and feature engineering are pivotal in credit card fraud detection. [13, 14] Their 

primary purpose is to ensure the extraction of the most valuable information from raw data while 

minimizing the interference of noise and irrelevant features, thereby directly impacting the 

performance and accuracy of the final model. The data preprocessing stage initially encompasses key 

steps such as data cleaning, handling missing values, normalization, and standardization. For instance, 

incomplete or erroneous records in transaction data must be cleaned or corrected to ensure the data 

quality for model training. Following this, the feature selection and extraction phase involves 

identifying and utilizing features most conducive to predicting fraudulent behaviour. This process 

may include deriving new features from the original data or using dimensionality reduction 

techniques, including Principal Component Analysis (PCA), to reduce the volume of data[15]. For 

example, analyzing transaction histories can reveal patterns in consumer behaviour, or scrutinizing 

the timing and location of transactions can identify unusual activity patterns. Appropriate encoding 

methods (like one-hot encoding) are necessary for categorical data, such as transaction types or 

country codes, to ensure that the model correctly interprets and utilizes these variables [16]. 

Despite the significant advantages of data processing and feature engineering in enhancing the 

model’s learning efficiency and predictive accuracy, there are also challenges. The primary challenge 

is the risk of losing important information during the feature engineering process, especially during 

feature selection and dimensionality reduction [17]. Effective data processing and feature engineering 

require specialized knowledge, particularly in interpreting and understanding data, which can be time-

consuming and complex. However, considering their importance in accurately identifying and 

preventing credit card fraud activities, these steps remain indispensable in the fraud detection system. 

In summary, credit cards have made significant progress, particularly in handling class 

imbalance, improving model interpretability, and adapting to the rapidly changing nature of 

fraudulent tactics. Our research builds upon these existing approaches by combining advanced 

techniques such as BERT, CNN, and LSTM to offer a more comprehensive and effective solution for 

detecting credit card fraud. Additionally, we aim to address some of the limitations of previous models, 

particularly regarding class imbalance and model interpretability, through novel methodologies and 

experimental analysis. 

Another important trend in fraud detection is ensemble learning and multi-model fusion. These 

approaches combine the strengths of multiple models to handle complex datasets and enhance 

prediction accuracy. For example, Kokkinaki [18] combined decision trees with cluster analysis to 

distinguish between normal and fraudulent transactions. Similarly, Wang et al. [19] integrated various 

classifications, CART and Ripper, with Naïve Bayes using a stacking model to improve performance. 

Random Forests, Boosting, and Bagging combine multiple decision trees to improve detection 

accuracy. 

Additionally, different models can be combined to leverage each other’s unique strengths, 

improving overall prediction power [20]. Furthermore, ensemble learning can be integrated with 

feature engineering techniques, such as using feature selection methods to reduce dimensionality 

before applying multiple models. The primary benefit of ensemble learning is its ability to increase 

accuracy and reduce bias, leading to more reliable fraud detection [21]. Moreover, due to the 

integration of multiple models, this method is generally more robust than single-model reliance, 

reducing the risk of overfitting and maintaining high performance across various datasets. However, 

ensemble learning also has its drawbacks. Primarily, this method can require more computational 
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resources and time, especially when training and tuning multiple models. Furthermore, the integration 

of models can lead to increased complexity, reducing the interpretability of the model. In some cases, 

integrating too many models might lead to diminishing marginal returns in performance. 

These models are well-suited for handling the complexity of credit card transaction data. For 

instance, Artificial Neural Networks (ANNs) have been successfully used to model complex 

nonlinear relationships in transaction data, improving fraud detection accuracy[22]. While 

Convolutional Neural Networks (CNNs) are traditionally applied to image processing, they have also 

demonstrated effectiveness in identifying patterns within data that have spatial relationships. 

Analyzing time-series data enables capturing temporal patterns in transaction behaviour-an essential 

feature for fraud detection. 

The main advantages of these deep learning models lie in relevant features from tasks that are 

difficult to achieve through manual feature engineering. Neural networks excel at handling nonlinear 

relationships and high-dimensional data, making them highly effective at identifying complex fraud 

patterns. Models such as LSTMs are especially valuable in detecting emerging fraudulent tactics by 

adapting to dynamic transaction data. However, deep learning models come with certain drawbacks. 

They often require significant computational resources, especially during training [23].  

3. Materials and Methods 

3.1 Overview 

This study proposes a deep learning-based model for credit card fraud detection, structured into 

three key components, as illustrated in Figure 1: 

(1) BERT Feature Extraction Module: This module processes anonymized transaction text data 

as its input to extract deep features. Using BERT, this module captures the semantic complexity of 

transaction texts. The BERT pre-trained is used to derive rich feature representations that facilitate 

understanding the intricacies of transaction data. 

(2) CNN Pattern Recognition Module: The second module focuses on identifying patterns within 

the data. It receives input from the features extracted by BERT and the original transaction data. 

Convolutional Neural Networks (CNNs) are employed due to their ability to detect local features and 

patterns. CNNs are particularly effective at identifying associations within transaction data, making 

them suitable for fraud detection by recognizing anomalous behaviours and potential fraud patterns. 

(3) LSTM Temporal Processing Module processes time-series data, including transaction 

timestamps and sequence-related information.  

These modules work to create an integrated model capable of comprehensive fraud detection. 

Combining feature extraction, pattern recognition, and temporal processing, this deep learning model 

provides a robust solution for identifying fraudulent transactions, offering financial institutions an 

advanced tool to combat fraud and improve risk management practices. 
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Fig. 1 Overview of our model 

 

3.2 Bidirectional from Transformers Encoder Representations 

BERT is a key component in the proposed fraud detection model for credit card transactions[24]. 

Leveraging its exceptional natural language processing (NLP) capabilities, BERT is critical in 

extracting deep semantic features from transaction text data. Built on the Transformer architecture, 

BERT is particularly effective in sequence-to-sequence tasks, where understanding context is 

essential[25]. Its bidirectional nature allows it to consider both the left and right contexts of each 

word, making it highly suitable for capturing complex semantics in transaction descriptions (Fig 2). 

BERT processes textual transaction data, which may contain crucial information about 

fraudulent activities. By pre-training on vast text corpora, BERT learns general language semantics 

and relationships between words, enhancing its ability to extract meaningful features from transaction 

descriptions. The output of BERT consists of high-dimensional vector embeddings for each word, 

representing the semantic meaning of the transaction details. These embeddings are crucial for 

identifying potential fraud patterns and forming essential input features for the subsequent modules. 

The BERT model uses a word based on their relevance in context. Mathematically, the attention 

mechanism is computed by comparing, with the attention scores being normalized using a softmax 

function to highlight the most relevant words. This mechanism helps BERT focus on the important 

elements of transaction texts for fraud detection. 
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Fig 2. BERT model structure            

 

Mathematically, BERT employs a self-attention mechanism, which calculates weighted sums of 

values based on the relevance between queries, keys, and values. This mechanism can be represented 

as follows: 

Attention(𝑄, 𝑉, 𝐾) = softmax (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉               [Formular 1] 

 

Here, 𝑄, 𝐾, and 𝑉 are derived from BERT, where 𝑄 corresponds to the query embedding for 

a specific word in the text, while 𝐾 and 𝐾 encompass the key and value embeddings for all words. 

The contextual embeddings generated by BERT serve as crucial input features for subsequent 

modules within the model. These modules further analyze and identify fraud patterns within 

transaction data, leveraging the enriched semantic information provided by BERT. 

3.3 Convolutional Neural Networks  

CNNs are integral for pattern recognition in the fraud detection model, especially for handling 

both image-like data and sequential data[26].In this context, the primary function of CNNs is feature 

extraction through convolution operations. A typical CNN consists of several convolutional layers, 

which detect local features in the data, and pooling layers, which reduce dimensionality while 

preserving key information. The CNN’s ability to learn the optimal convolutional kernel weights 

enables it to detect relevant features in transaction data, which are essential for identifying fraud 

patterns [27-29].  

The core operation of a CNN is the convolution operation, mathematically represented as 

follows: 

(𝑆 ∗ 𝐾)(𝑖, 𝑗) = ∑  𝑚 ∑  𝑛 𝑆(𝑖 + 𝑚, 𝑗 + 𝑛)𝐾(𝑚, 𝑛)          [Formular 2] 

𝑆  represents the input data, 𝐾  represents the convolutional kernel, (𝑖, 𝑗)  denotes the 

coordinates of the output position, and (𝑚, 𝑛) represents the coordinates within the convolutional 

kernel.  

𝑆: Input data, typically a two-dimensional matrix representing an image or a feature map. 

𝐾 : Convolutional kernel, also a two-dimensional matrix that contains learnable weight 

parameters; (𝑖, 𝑗) : Coordinates of the output position, indicating the location of the convolution 

operation’s result on the feature map.(𝑚, 𝑛): Coordinates within the convolutional kernel, used for 

sliding the kernel over the input data. 
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3.4 Long Short-Term Memory 

LSTM networks are a specialized form of Recurrent Neural Networks (RNNs) designed to 

handle sequential data, particularly useful for modeling time series data like financial transactions[30]. 

Regulate information flow through the network. These gates enable LSTMs to retain important 

information. The LSTM module processes time-dependent transaction data, capturing patterns and 

correlations across multiple transactions. This temporal aspect is crucial for detecting fraudulent 

behaviour that may evolve. The LSTM’s memory cells maintain a state that reflects relevant 

information from past transactions, allowing the model to make informed predictions about future 

transactions. This helps identify potential fraud activities, which may unfold progressively across a 

series of transactions (Fig 3). 

1)Input Gate (𝑖𝑡): 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                   [Formular 3] 

• 𝑖𝑡 Is the input gate’s activation. 

• 𝑊𝑖 and 𝑏𝑖 are weight parameters and biases for the input gate. 

•  𝜎 is the sigmoid activation function. 

2) Forget Gate (𝑓𝑡): 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                   [Formular 4] 

•  𝑓𝑡 is the forget gate’s activation. 

•  𝑊𝑓 and 𝑏𝑓 are weight parameters and biases for the forget gate. 

 

3) Update Memory Cell (𝐶𝑡): 

𝐶̃𝑡 = tanh (𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)               [Formular 5] 

•  𝐶̃𝑡 is the candidate cell state. 

•  𝑊𝐶 and 𝑏𝐶 are weight parameters and biases for the candidate cell state. 

 

4) Memory Cell (𝐶𝑡) Update: 

𝐶𝑡 = 𝑓𝑡 ⋅ 𝐶𝑡−1 + 𝑖𝑡 ⋅ 𝐶̃𝑡                     [Formular 6] 

• 𝐶𝑡 is the updated cell state. 

 

5) Output Gate (𝑜𝑡): 

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                  [Formular 7] 

•  𝑜𝑡 is the output gate’s activation. 

• 𝑊𝑜 and 𝑏𝑜 are weight parameters and biases for the output gate. 

 

6) Hidden State (ℎ𝑡) Update: 

ℎ𝑡 = 𝑜𝑡 ⋅ tanh (𝐶𝑡)                       [Formular 8] 

 ℎ𝑡  is the hidden state.𝑖𝑡  : Input gate activation, 𝑓𝑡 : Forget gate’s activation, controls what 

information should be discarded from the previous cell state.𝐶𝑡: Cell state, stores information over 

time.𝐶̃𝑡: Candidate cell state, a proposed update to the cell state.𝑜𝑡: Output gate activation, determines 

what information should be output as the hidden state. 
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Fig 3. LSTM model structure 

 

4. Experiment 

In this study, the operating system used in our laboratory is Ubuntu 20.04, a widely adopted 

operating system known for its rich development and computing resources. Python 3.8 was chosen 

as the primary programming language. On the hardware front, we employed an Intel(R) Xeon(R) 

CPU E5-2680 v4 @ 2.40GHz as the primary Central Processing Unit (CPU). Additionally, we 

configured an NVIDIA Tesla M60 as the Graphics Processing Unit (GPU). To handle large-scale 

datasets and complex computational tasks, we equipped our setup with a substantial amount of     

memory, totalling 284GB and 8GB of graphics memory (VRAM). 

4.1 Dataset 

This dataset was provided through a collaboration between Université Libre de Bruxelles and a 

machine learning research team. To preserve the confidentiality of sensitive credit card transaction 

data, the dataset has undergone desensitization and dimensionality reduction using Principal 

Component Analysis (PCA). It contains transaction data from European cardholders recorded over 

two days in September 2013. This dataset is particularly significant for credit card fraud detection, 

given the global financial impact of fraud and the need for effective detection methods to minimize 

losses. 

Credit card fraud takes many forms, including card theft, identity theft during applications, and 

card forgery. Card forgery accounts for most fraud cases, typically carried out by organized groups 

involved in stealing card data, producing counterfeit cards, and using them for illicit transactions. 

Fraud detection is vital in helping financial institutions reduce financial damage. The dataset consists 

of 284,807 transactions, with 492 labelled as fraudulent, making up only 0.172% of the total dataset 

(Fig. 4). This imbalance presents a significant challenge for fraud detection. The dataset includes the 

following attributes: “Time” represents the time elapsed from the first transaction, “V1-V28” are 

principal components from PCA used for dimensionality reduction, “Amount” denotes the transaction 

amount, and “Class” is a binary variable indicating whether a transaction is normal (0) or fraudulent 

(1). The dataset has no missing values, but due to the low number of fraudulent transactions, the class 

imbalance may affect model performance. 
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Fig 4. Distribution of Credit Card Transactions 

 

4.2 Experimental Design 

4.2.1 Data preparation and preprocessing 

(1) Handling Missing Values: We first check for missing values in the dataset. Fortunately, this credit 

card fraud detection dataset has no missing values to deal with. This means that we can proceed 

with modelling using complete data without the need for imputation or removing missing values. 

(2) Data Standardization: In credit card fraud detection, it is common practice to standardize the data 

to ensure the model’s consistent performance. Standardization involves transforming the data 

with a mean of zero and a standard deviation of one. This helps to bring features to the same 

scale and aids in model convergence and performance. We applied standardization to the 

“Amount” feature to maintain a consistent numerical range. 

(3) Feature Analysis and Processing: During data preprocessing, we conducted feature analysis, 

including statistical analysis and visual exploration of each feature. This helped us gain insights 

into the data distribution and relationships between features. We had already performed PCA 

dimensionality reduction for the principal component data (“V1-V28”), with these principal 

components representing the key features of the original data. These principal components were 

used as input features during modelling. 

(4) Data Format Transformation: Due to the significant, we applied an oversampling strategy to 

address this issue. Oversampling is a technique that balances the number of fraudulent and non-

fraudulent transaction samples by increasing the number of fraudulent samples. Specifically, we 

used a technique that generates synthetic fraudulent transaction samples to augment the number 

of fraudulent transactions, thereby enabling the model to detect fraudulent transactions, ensuring 

that the model is not biased towards the majority class of normal transactions. Data preprocessing 

also involves converting the data into a format suitable for modelling. In this dataset, besides 

numerical features, we have a binary classification variable (“Class”) indicating whether a 

transaction is fraudulent. We ensured this variable was correctly encoded, typically using one-

hot or binary encoding (0 and 1). 

Through these data preprocessing steps, we ensured data integrity, consistency, and suitability, 

laying a solid foundation for the subsequent development of the credit card fraud detection model. 

These steps improve model accuracy and interpretability, enabling better capture of potential 

fraudulent activities. 
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4.2.2 Model building and prediction 

1) Data Preprocessing: First, the credit card transaction data undergoes data preprocessing. This 

includes data splitting, data augmentation, and format conversion. Data splitting divides the 

dataset into training and testing sets, typically using an 8:2 ratio. Data augmentation employs 

SMOTE and ENN methods to address data imbalance, increasing the number of fraudulent 

transaction samples. Format conversion transforms the text data into a format acceptable to the 

model. 

2) BERT Encoder: The first part of the model is the BERT encoder, which is used to transform the 

input text sequences into vector representations. The BERT model employs self-attention 

mechanisms, enabling it to capture crucial information and semantics within the text. This step 

converts each word and subword in the text sequences into vector form. 

3) CNN Layer: Next, convolutional (CNN) and pooling operations are applied to the BERT outputs 

to concatenate local feature vectors into a global feature vector. Convolution operations help 

identify local patterns and features within the text, while pooling operations combine these local 

features into a worldwide feature vector, enhancing the model’s representational capacity. 

4) LSTM Layer: The global feature vector is input into an LSTM model. LSTM models excel in 

handling time-series data and help capture temporal correlations in credit card transactions. They 

can remember and utilize previous information to predict future events. 

5) Fully Connected Layer: A fully connected layer maps the LSTM’s output to a vector of length 2. 

Each element in this vector represents the probability of fraud and non-fraud. For example, the 

first element represents the probability of fraud, and the second represents the probability of non-

fraud. The output from this layer is used for the final classification decision. 

 

Table 1. Model Parameter Settings. 

Parameter Description Setting 

Data Split Ratio 
Proportion of data split into training and 

testing 
Training: 80%, Testing: 20% 

Data Augmentation 

Method 
Data augmentation techniques used SMOTE and ENN 

BERT Model 
Configuration and parameters of the BERT 

model 

Pretrained Model: BERT-Base 

Learning Rate: 0.0001 

Batch Size: 32 

Number classes: 2 

CNN Layer 
Configuration and parameters of the 

Convolutional Neural Network layer 

Kernel Size: 3x3 

Pooling Size: 2x2 

Activation Function: ReLU 

LSTM Layer 
Configuration and parameters of the Long 

Short-Term Memory layer 

Hidden Units: 128 

Activation Function: tanh 

Fully Connected Layer 
Configuration and parameters of the fully 

connected output layer 

Output Units: 2 

Activation Function: Softmax 

Optimizer Optimizer type used for model training Adam Optimizer 

Learning Rate Initial learning rate 0.0001 

Loss Function 
Loss function used for calculating model 

loss 
Cross-Entropy Loss 
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Number of Iterations 
Total number of iterations for model 

training 
1000 iterations 

Batch Size 
Number of samples per batch during 

training 
32 

Data Format Conversion 
Conversion of text data to a format suitable 

for the model 
Text Vectorization 

 

4.3 Comparison of Study Results and Analysis 

To evaluate the performance of the BERT model in credit card fraud detection, a set of controlled 

experiments was conducted. Traditional machine learning models, including Random Forest (RF), 

Decision Tree (DT), Logistics Regression (LR), Gradient Boosting Decision Tree (GBDT), and 

Extreme Gradient Boosting (XGBoost), were selected for comparison experiments. The controlled 

variable method was employed to ensure the experiments’ accuracy and fairness. This means the same 

hardware environment, dataset, and data preprocessing methods were used to train and test all five 

models. 

 

Table 2. Experimental Results. 

Model Average 

Accuracy  

Average 

Precision  

Average 

Recall  

Average F1 

Score  

AUC 

Value 

BERT-CNN-

LSTM 

0.9791 0.9755 0.9816 0.9784 0.9884 

RF 0.9222 0.9068 0.9376 0.9216 0.9275 

DT 0.9101 0.8946 0.9264 0.9105 0.9166 

LR 0.9586 0.9523 0.9633 0.9577 0.9726 

GBDT 0.9179 0.9046 0.9304 0.9148 0.9224 

XGBoost 0.9190 0.9072 0.9325 0.9196 0.9263 

 

In Table 2, we can clearly observe that the BERT-CNN-LSTM model excels in all evaluation 

metrics. 
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Fig 5. Comparison between different models 

 

Compared to traditional machine learning models, the BERT-CNN-LSTM model does not 

require complex parameter tuning or expert-driven feature selection. It possesses better self-learning 

capabilities, enabling it to capture variable-target relationships accurately. Notably, the superiority of 

the BERT-CNN-LSTM model becomes even more evident when dealing with imbalanced data and 

high-dimensional samples. While the traditional Logistic Regression (LR) model performs well in 

some metrics, this may be attributed to introducing an l2 penalty term, which enhances the model’s 

generalization ability. However, overall, the BERT-CNN-LSTM model outperforms all other models 

regarding performance metrics. For instance, in terms of accuracy, the BERT-CNN-LSTM model 

achieves an astounding 97.91%, ranking first among all models. 

Additionally, the model exhibits impressive precision, recall, and F1-score, reaching 97.55%, 

98.16%, and 97.84%, respectively. 

In summary, the BERT-CNN-LSTM model demonstrates outstanding performance in credit card 

fraud detection, providing financial institutions with a more reliable safeguard against fraudulent 

activities. It efficiently detects fraud and reduces risks and losses. Compared to traditional machine 

learning methods, this model exhibits significant advantages in various aspects (Fig. 5). 

 

4.4 Ablation Study Results and Analysis 

 

Table 3. Comparative Performance Metrics between different models 

model Accuracy Precision Recall F1 AUC 

BERT 0.9075 0.8652 0.8213 0.8425 0.9243 

BERT-CNN 0.9321 0.8974 0.8469 0.8713 0.9402 

BERT-LSTM 0.9496 0.9137 0.8326 0.8702 0.9468 

BERT-CNN-LSTM 0.9791 0.9755 0.9816 0.9784 0.9884 

 

A series of ablation experiments were conducted to evaluate the impact of different models on 

the performance of credit card fraud detection. These experiments included training individual models 
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such as BERT, BERT-CNN, BERT-LSTM, and a combined BERT-CNN-LSTM model. It was 

observed that using the BERT model alone yielded subpar results across all performance metrics, 

particularly in terms of recall, which exhibited the poorest performance (Table 3). This suggests that 

the BERT model tends to misclassify genuine fraud transaction samples as normal transactions, 

leading to a high false-negative rate. This finding underscores that a single natural language 

processing model may not suffice to capture essential features effectively for credit card fraud 

detection. 

We introduced two different deep learning components, CNNs and LSTM. Results revealed that 

the BERT-CNN model demonstrated improvements in all metrics over the BERT model, with notable 

gains in precision and AUC values by approximately 2% and 1.5%, respectively. Similarly, the BERT-

LSTM model exhibited performance enhancements over BERT, particularly in accuracy, precision, 

and AUC values, with precision showing an improvement of approximately 3%. These outcomes 

highlight the beneficial contributions of CNN and LSTM in better feature extraction and enhanced 

classification performance. However, the most impressive results were observed with the BERT-

CNN-LSTM model, which integrated both CNN and LSTM. It outperformed all other models in all 

metrics, achieving accuracy, precision, recall, F1-score, and AUC values of 0.979, 0.975, 0.981, 0.978, 

and 0.988, respectively. These metrics substantially exceeded those of the other models. This 

underscores that the BERT-CNN-LSTM model excels at feature extraction and exhibits superior 

integration capabilities within the classifier, resulting in exceptional performance in credit card fraud 

detection (Fig. 6). 

 

 

Fig 6. Comparison between different models 

 

4 Conclusion 

Traditional fraud detection methods have proven inadequate in addressing the evolving nature of 

fraudulent activities. To tackle this issue, we propose a deep learning-based credit card fraud detection 

model designed to enhance fraud detection capabilities, especially when dealing with large-scale 

transaction data and complex fraud patterns. Traditional methods often struggle with these challenges, 

which led to the development of a deep learning solution that integrates BERT, CNN, and LSTM to 

improve performance. BERT is used to extract deep features from transaction texts, CNN is used for 

pattern recognition, and LSTM handles the temporal aspects of transaction data, allowing the model 

to capture complex fraud patterns and temporal dependencies. 

We compare our model with traditional fraud detection methods and other deep learning models 

through a series of experiments. The results show that our model outperforms others in accuracy and 



 International Journal of Management and Organization (IJMO), 2025, 3(1), 1-15. 
 

14 
 

processing speed. It is capable of real-time fraud detection, enhancing the efficiency and accuracy of 

risk detection while providing financial institutions with a powerful tool to safeguard customer assets 

and reputation. This study highlights the potential of deep learning in financial risk management, 

particularly in credit card fraud detection. We offer an innovative solution to this critical issue by 

combining multiple deep learning techniques. 

However, one limitation of this study is the failure to address the class imbalance in credit card 

fraud detection, where legitimate transactions vastly outnumber fraudulent ones. This imbalance can 

impact model training. Future work will focus on advanced techniques for managing class imbalance, 

such as oversampling, undersampling, or synthetic data generation, to improve model performance. 

Additionally, deep learning models, including the one presented here, often lack interpretability. 

Understanding the decision-making process and identifying key features influencing predictions 

remains a challenge. Future research should aim to improve model interpretability, providing 

actionable insights to financial institutions and ensuring compliance with regulatory requirements. 

In conclusion, this study presents a deep learning-based credit card fraud detection model that 

utilizes BERT, CNN, and LSTM to address increasingly complex fraud issues. Through 

experimentation, we have demonstrated that our model outperforms traditional and other deep 

learning methods regarding accuracy and speed. This research provides an innovative and effective 

solution to a pressing issue in the global financial sector, making significant contributions to financial 

risk management. This approach is expected to enhance fraud detection capabilities, protect customer 

assets, safeguard institutional reputations, and underscore the transformative potential of deep 

learning in combating complex fraud schemes. 
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